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a) Fix 2C0 . There are two cases : WICO and Wis O

-20 : In this case
,
FxCE

;
we have that Wi"x+b;

"
so

I

and so fixx) = 0 . For +-
j ,

Wi"x+ b
;
"

= 0 = fik)= w,)(W,"x+ bi")
and so f((x) = W

!
"W

;
K)

.
Ther

, fj(3,
+ a) - fj(3;- a) =

-Wj! w;
2)

- 0 : In this case
,
FxIE

;
we have that Wi"x+b;

"
so
- I

and so fixx) = 0 . For x>3j
,

W;"x+ b
;">0 = fik)= w,)(W,"x+ bi")

and so f((x) = W
!
"W

;
K)

.
Ther

, fj(3,
+ a) - fj(3;- z) =

Wj! w,
2)

In eithe case
,

the magnitude of the jump is IWI"Will

i



b) Device also and Wi- cW, 5,
"

= a 5
;

-

wi = Wj()

The
,

fix ; ,, 5, , 5,() = Was (with
.. W!o(W, b: e

Also
, IWl = 1 . IW,-) . In"=W,

-and IW) = 2 . IW,"1-) . IV:= IV,w,

So
, It" = 15) as desired .
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C) Define 5= b and for allj :

wil win , w ilwil bi
Part (b) yields that flx; Wi, W; 3:" = flx; W!, w, 5) Fi

=> z(x; 0
,
n) = z(x;,n) si z(x;,n) = b + [f(x; W,

"

,
w, bi"))

j= 1

=5 + 2,

f(x;,,, 5)

Part (b) also
gives that IW,l= /W,/ Fj

=> t(t, 5,(2) = z((5;14 (5,(2)

= t((5, /5; ) + 15, /5;1
= (5, ; ) Vj

So, [W, (w)] = Elt,wal
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cate

d) Firstly
,
note that Imge(F) is minimized if and only i z/x; 8)

interpolates the data
. So

,
for every z/x; O&EFCD)

,
2nse(0*) = 0

=> 2 = RO*)
.

For very small i we expect this to be minimal
.

More precisely, Since 220 always, for any other possible minimum

2(8) = c = 2nse/8)+IRIA), wa can choose a i small nough
that

X(R(**) -R(v)) < 2mse(0) => 2(E *) (2(8) = z(x; 0
*)=/

,
(d) .

So
, FID)=/ED) for small enough 1

.

Now
,

note that when 1=0
, every z(x;**) /(B) interpolates the

dath
.

We can increase is by a small enough amount that any z(x;**)E(D)
#interpolates the data

,

but also has a nonzero &RIO#) term . Therefore
, any

Ex;**)E/EID) will be a model that interpolates the data and
-

has a smaller RLAP) than all other O's whose z(x;A) also interpolate
the deta - zCx

;
04 erF(D)

.

So
,

for small enough ,
(D) =F(D) .

Therefore, for small enough , D =#(D)
and the result follows

.
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-

-
call this (D)

for this problem

2) Suppose that you have some & such that z(x;**) interpolates the

data and
R(&*) =

R(E) FO S.t . z(x
;
E interpolates the data.

Note that Fab E ((a) - 16)
"

0 > E(lal+bM) (ab)
I

So
,

RER always.

Therefor
,

(1) RCE*)= RIES FO sit. zCx
;
A) interpolates the data .

Now
, by Part (c) we know that FO I s.

t
. z(x

;
E) = z(x;0)

,

15,"
= /Win

,

and RCE) = RCE)

Note that Since Wi= a W; and E!=-Wi, the WSWI = Wiw,
)

in our construction of & from 0
. So

,
R(E) = &(E)

Togethe with (k)
,

this gives
#

(**) R(O) FO sit . zCx; O interpolates the data

and IWil = /W;) for all weights in O
.

However
,

Part (c) gives that FF
,

that interpolate the data
,
the is some

⑦z that also interpolates the data with RCE
,
) : RLE2) Cour mescaling doesn't charge

R) and with En satisfying the equal weight magnitudes constraint·

So
,

FO
,

that interpolites the data
,

&

(f,
) =R(0)) = R(0)

.

So
, CO*) - RCO) FO Sit . zCx; O interpolates the data

and therefore a minimum of is that interpolates the data also
-

minimizes R
. => F(D) =

(F(D)



We ca do the same thing for any
** S .

t
. zCX;

*) interpolates
the data and RCA*) : RCA) FO Sit . zCx

;
OS interpolates

Part (C) gives that IE4

sit
.

* has equal magnitude weights
=> RCEP): RC**) and also that R(EP)= RCA*) since we scale each WI

*

by C and each Will
*

by t .

This
gies

that

&

(**) = RLE*) = RLED) 1R(E)1RCE) FE s.t. z(x;A interpolates

when the last inequality is because RIR always .

So
,

E*

minimizes

R with zCx
;
E*) interpolating the duta

.
Since zLx

;
&*) = z(x;*)

,

every function in ECD) has a form for some Ex that also

minimizes R
. So

, E(D)- F(D)
.

Together, we gat our result
.
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f) Let 3 =- 0
,
3nx = 0 for notational purposes.

For each j =1
, .. ,

n
,

let X-= 3j -at(3j-1 , di) and x
+

= 3j + st(3j,di+ 1) .
Now

,
note that

ViFj, fix_) = fix) Since x and i lie or
the same side of the

breakpoint E :. So
,

155x- Si)= ((x+;,) - z(x
- ;f,))= (fj(x) - fi(x))

By part (a)
,

we have that the magnitude of this devinative

jump in fi is precisely IW
,
"W; l .

So
,

E,

/Sin -5) = IW,w: = MIE
.
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( We want to show that the piecewise linear function thatI
connects all the datapoints and continues off to It as drawn below

is in #(D)
.

T I ...

t

t
X -

L

This clearly interpolates the data
,

and so we want to show that it

has minimal slope jumps .
Note that adding extra breakpoints an e

decrease the sun of slope jumps : if we hand X adding
x X

Xbreakpoints like My keeps it the same
,
while adding beakpants

X X

like NA certainly makes things worse (this is always the case
,

X X even if the current breakpoints aren't at data points).

So
,

ever Hough there are other elements of F(D) with more breakpoints
,

we know

that our construction is a minimum of RLE) with respect to the number of

breakpoints.

Now, we want to show that moving breakpoints around cannot

improve things . Intritively
, my time we have a beakpoint of the

form X we world like to more the beakpoint down to flatter things.

/
......

However
,
it is already as low as it can be to fit the duta

,

and so it

must remain there
.

Similar logic holds for ...

x

....

More precisely ,

for any triplet af consecutive data points, the breakpoint in the

middle must lie on the dotted line coming from the left (assuming inductively that everything
to the left is already optimal). -----

- X

In order to fit te date
,

the next breakpoint must be on the dotted live and the next

segment must go through the third data point.



Clearly
,
the slope jumps are minimized when this is placed at the second

date point
,

Her

dotted 1 regardlessof whether thethad potte toare eats
at the data points up to some point is it is optimal to continue by placing
the next breakpoint at datapoint i . By induction

,
or construction has optimal R

w
.
r

.
t. breakpoint placing as well

.
Since #and location of breakpoints uniquely

define a piecewise continuous limeor function
, our construction is FID)

.
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i) There are several issues that manifest because af He potential for
multiple nevrons to have breakpoints at the same place.

I list two below
.

I If we have only one deta point, we can use two nevous with

&reakpoints at that date point to model my live passing through the

point .
We can also model it with a single never.

I write He two

below for a point (A
, y.) .

Both models pass through the data
point Fa

,
J

.

Energ
zis-sx) z(x) =

y ,

+-- fx) - 40(- Sx+8x)
ner enneuron 2

-total -tutel
L ⑧ model -

⑧b--
-

R= 36
,

slope jup
= 2 6 E= [S slope jump

= 0
S

So
,
te are never setting minimize &(andR)

,

but the two
never model minimizes the stope jump.

⑧2. Consider the three leftmost points of a general dataset.

y
x

X

(X,,y,)
(x3,ys)

We can connect the first three points with at least two different
two-nevon models :



model 1 model 2
- merman -

-

Xz
- x,

2!x)z(x) =

y ,
+ x 40(x - x ,) z(x) =

y ~

y=
-

3/

+) a(x-x 2) 33
- 32 o(x-xz)- - 7 ...

3
-

3 - xy
- xzX -x2 -- moron 2

I ...

X-

total
↓-x -- /- L IL * o a E

X X ...

where the ...
terms above are identiall neurons in both models

,

with breakpoints >x
:

St. both models interpolate the data . Then
,

the slope jumps are Iel+l fo model

and -Eil for model 2
.

Howeve
, is

EitEl for model but

for model 2
.

~ Initial model 2 once again has a smaller slope

jump but may
have larger R .

Problems like the two above happen all over.
We am fix it by

adding a
trainable

,
butnregularized- Heem to the model :

z(x; f) =

ax+b + EW:"o(W;x+ b;")

This "ax" (a is not regularized), allows for the model to learn a straight
line

, slope jump-minimizing linear piecewise function (creating models like the two neuron

model in & or the second model in ⑫) without needing duplicate break points .

It also doesn't charger any slope jumps ,

and so it gives us exactly what we want.
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